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SYNOPSIS 

Mathematical models were developed to predict the various microstructural properties, 
including birefringence, residual stress, and density distributions, in the freely quenched 
compression molded samples as well as in the injection molded samples. To model the 
birefringence distribution in the injection molded samples, the BKZ type integral constitutive 
equation was employed to account for the nonisothermal stress relaxation, which takes 
place during the cooling stage of the molding cycle. The predicted birefringence agreed well 
with the experimental data near the mold walls. The residual stress distribution was modeled 
by the existing thermoelastic theory. The residual thermal stress distribution in the freely 
quenched samples was predicted very well by the model. However, the predicted residual 
thermal stresses in the injection molded samples were much larger than the measured ones. 
A phenomenological model to predict the density distribution in injection molded sample 
is proposed by including the effects of both cooling rate and the pressure on the density 
development. The predicted results agreed well with the experimental data. 

I NTRO DUCT ION 

The various mechanical and optical properties of 
injection molded articles are strongly affected by the 
thermo-mechanical history to which they are ex- 
posed during the molding cycle and the resulting 
microstructure.' Various aspects of the microstruc- 
ture, including orientation distribution, density dis- 
tributions, and residual stress distributions, can be 
predicted with mathematical models of the injection 
molding process in conjunction with realistic ma- 
terial proper tie^.^-^ The most recent literature re- 
garding the simulation of injection molding process 
was recently reviewed by Kamal et a1.,6 where a 
comprehensive model was also presented. However, 
there were very few attempts to model density dis- 
tributions in the injection molded specimens,'0J1 
despite the fact that density is known to correlate 
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directly with the refractive indices. On the other 
hand, modelling of residual stress distribution orig- 
inates from the modelling of tempering stress in 
quenched inorganic glasses. There are thermoelastic 
models 12-14 and linear viscoelastic  model^.'^-'^ In 
general, the residual stress distributions in the in- 
jection molded parts are more complicated than in 
the freely quenched part because of the flow-induced 
stresses generated in the melt state and subsequently 
frozen-in the molded parts by the rapid cooling pro- 
cess in addition to the thermally induced stresses. 

In the following, we have modelled various ele- 
ments of the microstructure development, including 
optical anisotropy, that is, birefringence distribu- 
tions, residual stress distribution, and density dis- 
tributions of two engineering plastic resins: 
poly (ether imide ) and poly ( phenylene ether). The 
predicted results were compared with the experi- 
mentally determined distributions. Furthermore, to 
understand the effect of thermal history on the mi- 
crostructure development in the absence of flow ef- 
fect, the microstructures of the freely quenched 
samples were also experimentally characterized and 
compared with the modelling results based on the 
experimentally determined boundary condition for 
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heat transfer. The measured heat transfer quantities 
were also compared with the result of the finite dif- 
ference solution of the one dimensional, unsteady 
heat conduction equation. 

MATERIALS 

Two engineering resins, that is, an unmodified 
poly (2,6-dimethyl-1,4-phenylene ether), PPE, and 
a poly(ether imide), PEI, were employed in this 
study. The PEI resin was manufactured by General 
Electric, with number and weight average molecular 
weights of 12,000 and 30,000, respectively. Its glass 
transition temperature was determined as 215°C. 
The PPE resin employed in our study had number 
and weight average molecular weights of 20,000 and 
48,000, respectively. Its glass transition temperature 
was measured as 205°C. 

EXPERIMENTAL 

The experimental techniques and data regarding 
the rheological characterization, 2o thermo-physical 
properties of the resins, 2'-23 injection molding be- 
havior, 21 microstructure and ultimate properties, 22*24 

and density distributions '1,25 were reported in our 
earlier works. In the present work, the heat transfer 
conditions during quenching of a flat sheet of PEI 
sample, sandwiched between two supporting alu- 
minum plates in the ice water, were additionally 
measured. The sample was initially kept at 244°C 
between the two temperature controlled heated 
plates, followed by quenching in ice water. The heat 
transfer rate and the contact temperature were 
measured as a function of time at the interface be- 
tween the plastic surface and the supporting alu- 
minum plate during the quenching experiment. A 
Microfoil heat flow sensor manufactured by RdF Co. 
was used to measure the heat flux. Two thermocou- 
ples and one heat flow sensor were placed at the 
interface between the plastic and the aluminum 
plates and they were connected to a Hewlett-Pack- 
ard 3497A data acquisition unit. 

MATHEMATICAL MODELING 

Molecular Orientation 

The model was set up, simplifying the flow kine- 
matics in conjunction with rigorously determined 

and realistic material properties of PEI and PPE. 
The basic assumptions of the model are: 

1. 

2. 

3. 

4. 
5. 

6. 

One dimensional momentum and heat 
transfer. 
Isothermal fully developed flow during the 
filling stage. 
The fountain flow at  the flow front is ne- 
glected. 
The packing stage is neglected. 
Constant temperature a t  the wall; value de- 
termined from experimental studies. 
Nonlinear viscoelastic stress relaxation com- 
mences immediately after the filling of the 
mold and the relaxation of shear stress and 
first normal stress difference can be approx- 
imated by the relaxation of stresses upon 
cessation of steady simple shear flow. 

We have employed a BKZ-type integral consti- 
tutive equation 26*27 with double exponential type 
damping  function^.^^^' The damping function is the 
strain dependent term of the factorized memory 
function. This constitutive equation has the general 
form of: 

where Mo(t,  t ' )  is the Lodge's rubber-like liquid 
memory function, h ( 11, 12) is the damping function, 
C-' is the Finger relative strain tensor, and Il and 
I2 are the first and second invariants of the Finger 
strain tensor. The various material parameters as- 
sociated with eq. ( 1 )  and the shear material func- 
tions derived from eq. ( 1 ) can be found elsewhere.20 
During the isothermal filling stage, fully developed 
flow is assumed. However, a frozen skin layer is 
formed adjacent to the mold wall during the filling 
process.' The formation of the skin layer should thus 
reduce the available cross-sectional area for flow. As 
proposed by Dietz, White and Clark, the thickness 
of the instantaneously formed skin layer may be es- 
timated by: 

where 6 is the thickness of the skin layer, Tg is the 
glass transition temperature of the polymer, Tm and 
Tw are the melt temperature and the temperature 
at the mold wall, a is the thermal diffusivity of the 
polymer, and t, is the contact time, defined by: 
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L, - x 
t, = - 

U ( 3 )  

where x is the distance from the gate of the mold, 
L, is the total length of the mold, and U is the av- 
erage velocity of the melt in the x direction. During 
the filling stage the experimentally monitored flow 
rate Q is used in the equation of continuity: 

where Q is the volumetric flow rate, u, is the x-com- 
ponent velocity, which varies with y only, and h and 
W are half of the gap and width of the mold, re- 
spectively. The equation of motion with the lubri- 
cation approximation reduces to: 

which is integrated once with respect to y ,  being 
discretized into the finite difference form: 

for nodes 1 < j < M Y  - 1, with a no-slip boundary 
condition at  the wall, that is, u ( j  = M Y )  = 0. By 
solving eqs. ( 4 )  and (6)  , the shear-rate distribution 
in the mold is computed at the end of filling, from 
which the distributions of shear stress and the first 
normal stress difference at  the end of filling are de- 
termined. The isothermal filling stage is followed by 
the cooling stage, in which nonisothermal stress re- 
laxation occurs. In order to accommodate the stress 
relaxation in conjunction with the nonisothermal 
cooling history, the linear viscoelastic memory 
function in eq. (1) was determined as in Refs. 32 
and 33: 

where Xk and& are the linear viscoelastic parameters 
and UT is a temperature shift f a ~ t o r , ~ ~ , ~ ~  which 
changes all relaxation times in the same ratio, as 
temperature varies. Thus, 

As a mathematical expression for the temperature 
shift factor, we adopt an Arrhenius relationship for 
temperatures above Tg + 100°C33 and the WLF 
equation34 for temperatures below Tg + 100°C: 

aT(T) = exp - --- (:(; i0)) 
for T > Tg + 100°C (9) 

for Tg < T < Tg + 100°C (10) 

where E, is the activation energy, R is the universal 
gas constant, To is the reference temperature for the 
melt, and C, and C2 are WLF constants. The acti- 
vation energy, E,, was evaluated to be 43.8 kcal/ 
mol for PEI and 42.5 kcal/mol for PPE2’ from the 
temperature dependence of magnitude of the com- 
plex viscosity values determined at low frequency. 
A reference temperature, To of 290°C was selected. 
The WLF constants, C1 and C2, are 17.44 and 51.6 
K, re~pectively.~~ The unsteady shear flow material 
functions corresponding to the nonisothermal stress 
relaxation after cessation of isothermal steady shear 
flow are derived from eq. ( 1 ) , combined with the 
temperature dependent memory function, eq. ( 7 ) ,  
yielding: 

The parameters nl, n2 and fa re  the material pa- 
rameters in the damping function: 

where y is the shear strain. The rheological param- 
eters in the employed constitutive equation are listed 
in Tables I and 11. 

The relevant equations for the unsteady-state 
heat transfer in the cooling process may be sum- 
marized as follows: 
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Table 1 Relaxation Time and Strength g k  

at T = 290°C 

gk 

i k  Poly(pheny1ene ether) Poly(ether imide) 

1.0 E - 04 2.316 E05 7.838 E05 
1.0 E - 03 1.210 E05 3.340 E05 
1.0 E - 02 8.025 E04 3.130 E05 
1.0 E - 01 3.008 E04 1.599 E05 
1.0 E + 00 3.804 E03 2.410 E04 
1.0 E + 01 4.968 E02 9.031 E02 

I.C. T ( 0 , y )  = T ,  ( 1 5 )  

dT 
aY 

B.C.’s - = 0 at  the center (16)  

T ( t ,  h )  = T ,  at  the wall ( 1 7 )  

where p, C,, , and k are the density, specific heat, and 
thermal conductivity. Following Dussinberre,35B6 
eqs. ( 1 4 ) - (  1 7 )  are applied to both the melt and the 
solid phases, whereby p ,  C,, and k are functions of 
temperature as experimentally determined in this 
study. Thus, there is no need to consider the moving 
boundary condition. Since it is not possible to obtain 
an analytical solution to this set of equations, the 
finite difference method was employed to get an ap- 
proximate solution for the temperature distribution. 
According to the explicit finite difference scheme, 
eq. ( 2 1 )  becomes: 

where j and k are spatial and time nodal points, re- 
spectively, Ay and At are the corresponding incre- 
ments, and a( T )  = k( T ) / p (  T ) C p (  T )  and D( T )  
= ( l / p (  T )  Cp( T )  ) ( d k (  T ) / d T )  are evaluated at the 
temperature, Tj,k. The first normal stress difference, 
ATl ( y )  and the shearing stress 712 ( y  ) , determined at 
the glass transition temperature, were then related 
to the birefringence An = nll - n22 through7: 

where C ( T  > T,) is the stress optical coefficient 
above the glass transition temperature. 

Residual Thermal Stress 

We have employed an existing thermoelastic theory, 
proposed by Mills, l3 to predict residual thermal 
stress distributions in the freely quenched compres- 
sion molded and the injection molded samples. The 
theory assumes that the stress is free up to the so- 
lidification temperature and the polymer behaves as 
a linearly elastic solid as it cools below the solidi- 
fication temperature. The stress in the i-th layer is 
calculated by 

Ei ci = - [ei - aL(Ti  - T , ) ]  
1 - v  

where Ei denotes the Young’s modulus correspond- 
ing to the i-th layer temperature Ti, v is the Poisson’s 
ratio, aL is the linear thermal expansion coefficient 
in the solid state, and Ts is the solidification tem- 
perature. The L and Li are the gauge length and 
reference length for i-th layer, respectively. The 
value of L varies as a function of time and is inde- 
pendent of the location. It is calculated from the 
equilibrium condition: 

where m counts the number of solidified layers and 
bi is the thickness of the i-th layer. By substituting 
eq. ( 20) into eq. ( 2 1 ) ,  one obtains 

Table I1 
Type Damping Function 

Parameters in Double Exponential 

Poly(pheny1ene ether) Poly(ether imide) 

f 0.1152 
nl 0.0149 
nz 0.5893 

0.1791 
0.0662 
0.3229 An = C ( T >  T , ) ( N ,  + 4 ~ : ~ ) ~ ’ ~  (19)  
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When the solidification is complete, eqs. (20) and 
(22) are used to calculate the residual stress when 
Ti = T,,,. In the present study, the solidification 
temperature T, in the original work of Mills13 was 
replaced by the glass transition temperature, which 
is a function of cooling rate and pressure as proposed 
in our earlier work'': 

where Tg( q l ,  P1) is the glass transition temperature 
a t  the cooling rate q1 and the pressure Pl and Tg ( qo, 
Po)  is the glass transition temperature a t  the ref- 
erence cooling rate qo and the atmospheric pressure 
Po. The two material constants, y' and 0' can be 
determined as described in our earlier work." 

Density Distributions 

The density distribution in freely quenched sample 
was modeled by the fictive temperature t h e ~ r y . ~ ~ , ~ ~  
The fictive temperature is defined as the tempera- 
ture at which the structure will be at  eq~i l ibr ium.~~ 
The fictive temperature, Tf is coupled with temper- 
ature history through the differential rate equation. 

where 7 0  is the volume retardation time and aT is 
the time-temperature shift factor. The details can 
be found elsewhere." The specific volume was cal- 
culated from the determined distribution of the fic- 
tive temperature by: 

where uo and To are the initial specific volume and 
temperature of the polymer and a ;  and a,' are the 
slopes of the linear portions of equilibrium liquid 
and the glass in the volume-temperature plot. 
Equation (24) was solved by the finite difference 
method in conjunction with the unsteady heat con- 
duction equation. 

To model the density distribution in the injection 
molded specimen, a phenomenological model was 
proposed in our earlier work." The effect of cooling 
rate and the formation pressure on the glass tran- 
sition temperature and the density was integrated 
in the proposed model. Here we report the final re- 
sults of the derivation. The glass transition tem- 
perature and the density are presumably determined 

by the cooling rate and the pressure at  the time of 
solidification. The glass transition temperature is 
calculated using eq. (23) and the final density dis- 
tribution is determined from 

where p( qo, Po) is the density at the reference cooling 
rate qo, and the pressure Po, p( ql,  P1 ) is the density 
at the condition of cooling rate q1 and P1, Aa' is the 
difference between a ;  and a;, and K' is the pressure 
induced densification rate or the pseudo-compres- 
sibility of the polymer, which originates from the 
work of McKinney and Simha.39 The concept of 
pressure induced densification rate was used by 
Greener lo in his phenomenological model to predict 
the density distribution of injection molded speci- 
mens. The final density distribution in the injection 
molded specimen was calculated from the experi- 
mental cavity pressure and the calculated temper- 
ature history. The detailed information on the der- 
ivation of eq. (26), the computation algorithm, and 
the experimental methods employed for the deter- 
mination of the various material properties can be 
found elsewhere." The various material properties 
are listed for PEI and PPE in Table 111. 

RESULTS AND DISCUSSION 

Heat Transfer in Freely Quenched Specimens 

The contact temperature, monitored as a function 
of time, is shown in Figure 1. The lines represent 
the results obtained from finite difference solutions 
of the one dimensional heat conduction equation 

Table I11 Material Properties for PEI and PPE 

PEI PPE 

3000 
3.3 E - 5 

0.4 
488 

1286.6 

4.84 E - 6 
3.7 E - 7 
7.7 E - 8 
3.0 E - 7 
3.9 E - 5 

0.88 

2700 
5.2 E - 5 

0.4 
478 

1072.5 
Not Available 

5.59 E - 6 
4.86 E - 7 
1.4 E - 7 
3.4 E - 7 
5.4 E - 5 

Note: The above data were taken from references [ll] and 
1211. 
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o experiment N 

I I I I I 
0.0 8.0 16.0 24.0 32.0 40.0 

’lime, S 
Figure 1 Comparison of experimentally determined 
contact temperature and calculated surface temperature 
for poly(ether imide) quenched from 244°C to 0°C in ice 
water. 

[ eqs. (14) ,  (15) ,  and (16) ] .  The convective heat 
transfer boundary condition at the plastic surface 
was used, instead of using eq. ( 17) .  The heat transfer 
coefficient in Figure 1 reflects the overall heat 
transfer coefficient, which is the sum of the three 
resistances, that is, the film heat transfer resistance 
at the interface between the plastic and the alumi- 

0.0 8.0 16.0 24.0 32.0 4 

rime, S 
0 

Figure 2 Comparison of experimentally and numeri- 
cally determined heat transfer rates for poly( ether imide) 
quenched from 244°C to 0°C in ice water. 

num plate, thermal conductivity of the aluminum 
plate, and the film heat transfer resistance at the 
interface between the surface of the aluminum plate 
and the surrounding ice water. The value of heat 
transfer coefficient used in the numerical solution 
was determined from the measured heat flux and 
the temperature at the interface. The numerical re- 
sults agreed well with the experimentally determined 
contact temperature. 

In Figure 2, the experimentally obtained heat flux 
is shown as a function of elapsed time together with 
the numerical results. The heat flux at the surface 
of the plastic sample was calculated by utilizing the 
experimentally determined contact temperature 
history as a boundary condition at  the surface. The 
computed results were again in good agreement with 
the experimental findings. 

Microstructure Development in Freely 
Quenched Specimens 

The experimentally determined distribution of the 
residual thermal stresses in the quenched specimen 

exp . 

Tw=273K 

h - 600 W/Sq M 

h -  IOWW/sqmK 

T = f(t) at surface 

_ _ - -  

-. .- 

1 . 1 . 1  

0 0 . 1  0 .2  0.3 0.4 

y/2h 
0.5 

Figure 3 Comparison of experimental residual stress 
distribution with predictions from the thermoelastic the- 
ory for poly (ether imide) quenched from 250°C to 0°C in 
ice water. 
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20 

10 

0 

2 -10 

a- 
$) -20 

3 
(I) 

exp . 

TW = 273 K - - - - - - - 
h = 250 W/sq mK 

h = 600 W/sq mK 

h = lo00 W/sq mK 

_ _ - _  

- - - -  

0 0.1 0.2 0.3 0 .4  0.5 

y/2h 
Figure 4 Comparison of experimental residual stress 
distribution with predictions from the thermoelastic the- 
ory for poly(pheny1ene ether) quenched from 230°C to 
0°C in ice water. 

of PEI is compared with the simulation results ob- 
tained for various heat transfer boundary conditions, 
as shown in Figure 3. Both the measured and pre- 
dicted stress distributions were parabolic: compres- 
sive, and large at  the surface and tensile, but less in 
the core region. For PEI, the experimental result is 
in excellent agreement with the computed result 
when the experimentally determined contact tem- 
perature is used and when the constant value of heat 
transfer coefficient, 600 W/sq K, is used. The re- 
sidual stress distributions in quenched PPE speci- 
men is shown in Figure 4. Good agreement between 
the experimental and the numerical results was seen 
for the heat transfer coefficient of 250 W/sq m K. 
The heat transfer resistances for both PEI and PPE, 
in the case of quenching in ice water, are expected 
to be similar. However, the lower heat transfer coef- 
ficient value provided the best fit for the PPE data. 
This may be due to the higher value of linear thermal 
expansion coefficient of PPE taken from the liter- 
a t ~ r e , ~ ' t h a t  is, 5.2 E-5 m/m K compared to that of 
PEI, that is, 3.3 E-5 m/m K, which was determined 
from dilatometry in our earlier 

The birefringence distributions in the quenched 
PEI and PPE sheets were measured using a wedge 
based technique as described elsewhere.21'22 In Fig- 
ures 5 and 6, the measured birefringence distribu- 
tions are compared with the calculated birefringence 
distributions, which were obtained by the product 
of the stress optical coefficient determined at the 
room temperature and the residual stress. The con- 
fidence intervals (95%) are also shown. Small dif- 
ferences were observed between the measured and 
the predicted birefringence values. This may be due 
to the constant stress optical coefficient value used 
in the linear stress optical rule. 

The gapwise density distribution in the quenched 
specimens of compression molded PEI and PPE are 
shown in Figures 7 and 8. The experimental results 
revealed that there are significant differences in the 
trends of density distributions of the quenched PEI 
and PPE samples. It is interesting to note that there 
are contradictory data reported in the literature on 
the gapwise density distributions of the freely 
quenched specimens of various r e ~ i n s . ~ l - ~ ~  The em- 
ployed theory predicted lower density at the surface 
and higher density in the core as is the case for PEI. 
However, higher density values were observed at the 
surface and lower density values in the core of the 

0.002 

0.001 

a, 
0 c 
a, 
.- P o  

PEI 
experiment a 

C=97.6 Brewster 
(Theory) 

-0.002' ' ' ' ' ' ' ' ' ' 
0 0.2 0.4  0 . 6  0.8 1 

y/2h 
Figure 5 Comparison of the experimental birefringence 
distribution with the theoretical prediction for poly (ether 
imide) quenched from 250°C to 0°C in ice water. 
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I 1 

0 0.2 0.4 0.6 0.8 1 

y/2h 
Figure 6 Comparison of the experimental birefringence 
distribution with the theoretical prediction for poly- 
(phenylene ether) quenched from 230°C to 0°C in ice 
water. 

T 
0 
X 
F 

v 

m 
E 
\ cn 
Y 

1.29 

1.28 

quenched specimens of PPE. The employed theory 
can not predict the behavior of PPE. This may be 
due to the effect of thermal stresses being present 
in the sample. The surface layer is under compres- 
sive stresses, which may impart higher density. The 
experimental results suggest that there is a com- 
petition between the effects of the cooling rate and 
thermal stresses on the development of density in 
the freely quenched samples. The competing effects 
of cooling rate and the stress will be covered again 
in the discussion of density distributions of injection 
molded samples. 

Microstructure Development in Injection 
Molded Specimens 

The injection molding conditions used are listed in 
Table IV. Typical residual stress distributions, as 
determined experimentally by the layer removal 
technique, are shown in Figures 9 and 10. The sam- 
ples are under compressive stresses at the surface 
and under tensile stresses in the core. Similar re- 
sidual stress profiles have been observed for poly- 
( sulfone ) 45 and modified poly ( phenylene oxide ) .46 

As seen in Figures 9 and 10, large differences exist 
between the measured residual stresses and the es- 

Y 
5 

SE rn s n 
1.27 

w 
Experiment 
0 

Eq. (25) 

0 0.1 0.2 0.3 0.4 0.5 

y/2h 
Figure 7 
poly(ether imide) quenched from 300°C to 0°C in ice water. 

The experimental density distribution and the best fit of the theory for 
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I 

0 0.1 0.2 0.3 0.4 0.5 
CENTER y/2h SURFACE 

Figure 8 
230°C to 0°C in ice water. 

The experimental density distribution of poly(pheny1ene ether) quenched from 

timated residual thermal stresses obtained with rea- 
sonable values of the heat transfer coefficient. Ac- 
cording to Siegmann et al.,45 the residual stresses 
in the injection molded sample are the result of not 
only the thermal stresses but also the flow induced 
stresses. The flow induced stresses are tensile in na- 
ture over the entire cross section, but the thermal 
stresses are compressive at the surface and tensile 
in the core. Therefore the superposition of these two 
stresses will result in lower compressive stresses at 
the surface as a result of the frozen-in flow induced 
stresses. In Figure 11, the sum of the shear stress 
and the first normal stress difference calculated at  
the end of cooling stage is shown for the two resins. 
The estimated stress values at the surface were neg- 
ligibly small in comparison to the estimated thermal 
stresses. Therefore the measured residual stress dis- 

tributions can not be quantitatively explained by 
the foregoing argument. A more comprehensive 
model is required in this area. 

The birefringence distributions observed in the 
injection molded specimens reflect two different 
sources of molecular orientation. One is the flow in- 
duced molecular orientation brought about by the 
applied stress field and the other is the optical an- 
isotropy caused by the thermal stresses, generated 
as a result of the rapid, inhomogeneous cooling con- 
dition. Figures 12 and 13 compare the typical theo- 
retical predictions and experimental measurements 
of birefringence for the two resins. The experimental 
results and predictions agree near the mold wall. 
The model, however, predicts zero birefringence at 
the center of the sample while experimental data 
indicate positive birefringence. The birefringence 

Table 1V Processing Conditions Used in Injection Molding 

Screw Vel. Melt Temp. Mold Temp. Shot Size 
Run # Material (m/4 ("C) ("C) (in) 

10 PPE 0.1 340 120 2.25 
11 PPE 0.1 340 105 2.25 
14 PEI 0.025 370 105 2.35 
15 PEI 0.1 370 105 2.10 
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a 
0 
N 

s I , l l , (  I 

0.0 0.1 02 0.3 0.4 0.5 

Y/2h 

-exp 

Figure 9 Residual stress distribution in the injection 
molded poly( ether imide) compared with the predicted 
thermal stress distribution. 

predicted by the model depends on the shear stress 
and the first normal stress difference. In the core of 
the sample, the shear stresses during the filling stage 
are very low, identically zero at the center. Fur- 
thermore, since the core region stays warmer longer 
than the skin region, more time is available for the 
macromolecules to relax. Hence the model predicts 

0 

PF'E Run# 11 

0.0 0.1 0.2 0.3 0.4 0.5 

Y/2h 
Figure 10 Residual stress distribution in the injection 
molded poly(pheny1ene ether) compared with the pre- 
dicted thermal stress distribution. 

- 1  - m  
PEI ...... 

.O 
DIMENSIONLESS DISTANCE y/2h 

Figure 11 Typical comparison of the relaxation be- 
havior of the combined shear stress and first normal stress 
difference for PPE and PEI (values determined at the end 
of cooling stage). 

very low birefringence in the core region. The ex- 
perimental birefringence values observed in the core 
can thus be attributed to unrelieved, thermally in- 
duced stresses, which the current model does not 
take into account. 

The rapidly changing temperature and the pres- 
sure history experienced by the resin in the cavity 

RUN 10 (nll-n22) P n s t a n t  Tw 
MOLDTEMP: l 2 O C  A Exp. 
MEE TEMP 340 C 
SCREW VEL: 0.10 m/a 

----h.tc.-+OO Wbq mK 

I 
A 

0.0 0.2 0.4 0.6 0.8 1.0 
DIMENSIONLESS DIsllANCE y/Zh 

Figure 12 Typical comparison of the experimental bi- 
refringence distribution with the prediction for injection 
molded poly (phenylene ether). 
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t RUN 15 (n11-1122) T n s t a n t  Tw 
MOLDTEMP: 105C A Exp. 

DIMENSIONLESS DISTANCE y/Zh 
Figure 13 Typical comparison of the experimental bi- 
refringence distribution with the prediction for injection 
model poly (ether imide) . 

also results in the nonuniform density distributions. 
The surface region solidifies under the higher pres- 
sure and the higher cooling rate in comparison to 
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Figure 14 Typical comparison of the experimental 
density distribution with the prediction for injection 
molded poly(pheny1ene ether). 
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Figure 15 Typical comparison of the experimental 
density distribution with the prediction for injection 
molded poly (ether imide) . 

the core region where the polymer solidifies at rel- 
atively lower pressures and cooling rates. The ex- 
perimentally determined density distributions are 
shown for the two resins in Figures 14 and 15 with 
the 95% confidence interval. The trends are again 
different for the two resins. The injection molded 
PEI specimens exhibited low density values at the 
surface. Density increases to a maximum at  about 
750 pm away from the surface, then decreasing to a 
minimum value at the center. However, the injection 
molded PPE specimens exhibited a maximum den- 
sity value at  the surface. The density values mono- 
tonically decreased toward the core. Similar to the 
results with the freely quenched samples, the im- 
plication of these results is that the effect of pressure 
or stress on the density development is more pro- 
nounced for the injection molded PPE specimens. 
The pressure induced densification model proposed 
by Greener" was used to predict the density distri- 
bution of injection molded PPE. The predicted re- 
sults agreed very well with the experimental results. 
However, the predictions of the Greener model, 
which neglects the effect of the cooling rate, were 
not as good for PEI especially a t  the surface region. 
This could be remedied by including the cooling rate 
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effect. The predictions from our densification model 
provided better agreement with the experimental 
results for PEI. 

CONCLUSIONS 

The various aspects of microstructure development 
in the injection molded specimens of two engineering 
thermoplastics, that is, poly (ether imide) and 
poly (phenylene ether) were investigated through 
mathematical modeling in conjunction with realistic 
material properties. Compressive stress values at the 
surface and tensile at the core were observed. The 
birefringence near the mold wall was fairly well pre- 
dicted but the positive birefringence observed in the 
core region could not be predicted by the model. The 
birefringence in the core was attributed to the unre- 
lieved portion of the thermally induced stresses. The 
density distribution in the injection molded speci- 
mens exhibited similar behavior as the quenched 
samples. The effect of pressure or stress on density 
development was more pronounced for PPE. A phe- 
nomenological model to predict the observed density 
behavior was proposed. Overall, the predicted den- 
sity results were in good agreement with the exper- 
imental findings. 
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